
15/01/18	

1	

AI in Medicine: Where are we now? 

 
Niels Peek 

Health eResearch Centre 
School of Health Sciences 

The University of Manchester 
 
 

Cyclops workshop, Nottingham, 11th January 2018 

1  : a branch of computer science dealing with the simulation of 

intelligent behaviour in computers 

2  : the capability of a machine to imitate intelligent human 

behaviour 
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These corollaries offer a somewhat finer depiction of what
informatics is and is not, and what informaticians do.
Corollary 1: Informatics is more about people than tech-
nology. This corollary can be seen from the “person” ap-
pearing twice in the theorem, while the information resource
appears only once. This first corollary reminds us that infor-
mation resources must ultimately be built for the benefit of
people. This corollary also shows what informatics is not. As
illustrated in Fig 2, creating resources that function as “oracles”
and may be seen as competing with people—resources that
seek, on their own, to be better than the person unassisted—is
not a pursuit of interest in informatics.
Corollary 2: In order for the theorem to hold, the resource
must offer something that the person does not already
know. This corollary helps explain why the development of
effective information resources is often so challenging. What
the resource offers to the person must not only be correct, it
must also be informative. It must increment his/her knowl-
edge in some significant way. Because the persons who
interact with these resources typically bring to any task a
high level of personal knowledge about the domain in which
they are working, the requirement that the resource be
informative sets a very high bar for the theorem to be
satisfied.

Corollary 3: Whether the theorem holds depends on an
interaction between person and resource, the results of
which cannot be predicted in advance. This final corollary
reminds us that what we know about the person alone, and
what we know about the resource alone, cannot tell us what
will happen when the resource is deployed. The theorem
can fail to hold, even though the resource has potential to be
helpful, if it is used by the person in ways that do not enable
the realization of its potential. This can happen because the
resource is poorly designed and thus hard to use well, or
because the person does not know enough about the domain
to make best use of the resource.
By way of conclusion, the theorem and its three corollaries
seek to establish the timbre of informatics rather than its
libretto. I hope this formulation will promote understanding
through simplicity, by stimulating imagination and further
discussion. Sometimes less is more, and a picture is invari-
ably worth a thousand words.
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Reasoning Foundations 4 

Medical Diagnos 

Symbolic logic, probability, and value the, 
aid our understanding of how physicians reas, 

Robert S. Ledley and Lee B. Lus 

The purpose of this article is to ana- 
lyze the complicated reasoning processes 
inherent in medical diagnosis. The im- 
portance of this problem has received 
recent emphasis by the increasing inter- 
est in the use of electronic computers as 
an aid to medical diagnostic processes 
(1, 2). Before computers can be used 
effectively for such purposes, however, 
we need to know more about how the 
physician makes a medical diagnosis. 

If a physician is asked, "How do you 
make a medical diagnosis?" his explana- 
tion of the process might be as follows. 
"First, I obtain the case facts from the 
patient's history, physical examination, 
and laboratory tests. Second, I evaluate 
the relative importance of the different 
signs and symptoms. Some of the data 
may be of first-order importance and 
other data of less importance. Third, to 
make a differential diagnosis I list all 
the diseases which the specific case can 
reasonably resemble. Then I exclude one 
disease after another from the list until 
it becomes apparent that the case can be 
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Remarkably little is known about the cognitive processes which 
are employed in the solution of clinical problems. This paucity of 
information is probably accounted for in large part by the lack of 
suitable analytic tools for the study of the physician’s thought pro- 
cesses. Here we report on the use of the computer as a laboratory 
for the study of clinical cognition. 

Our experimental approach has consisted of several elements. 
First, cognitive insights gained from the study of clinicians’ behavior 
were used to develop a computer program designed to take the 
present illness of a patient with edema. The program was then tested 
with a series of prototypical cases, and the present illnesses gen- 
erated by the computer were compared to those taken by the clln- 
icians in our group. Discrepant behavior on the part of the program 
was taken as a stimulus for further refinement of the evolving cog- 
nitive theory of the present illness. Corresponding refinements were 
made in the program, and the process of testing and revision was 
continued until the program’s behavior closely resembled that of 
the clinicians. 

The advances in computer science that made this effort possible 
include “goal-directed” programmlng, pattern-matching and a large 
associative memory, all of which are products of research in the field 
known as “artificial intelligence.” The information used by the 
program is organized in a highly connected set of associations which 
is used to guide such activities as checking the validity of facts, 
generating and testing hypotheses, and constructing a coherent 
picture of the patient. As the program pursues its interrelated goals 
of information gathering and diagnosis, it uses knowledge of diseases 
and pathophysiology, as well as “common sense,” to dynamically 
assemble many small problem-solving strategies into an integrated 
history-taking process. 

We suggest that the present experimental approach will facilitate 
accomplishment of the long-term goal of disseminating clinical 
expertise via the computer. 

During the last decade there has been increasing interest in the use 
of the computer as an aid to both clinical diagnosis and management. 
Programs have been written that can carry out a review of systems 
[ 11, guide ,in the evaluation of acid-base disorders [2,3], recommend 
the appropriate dose of digitalis [4,5], and weigh the risks and benefits 
of alternative modes of treatment [6]. Some of these programs have 
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TAKING A PRESENT ILLNESS BY COMPUTER-PAUKER ET AL 

The present program contains over 70 frames related 
to some 20 different diseases and to a variety of clinical 
and physiologic states that are associated with these 
diseases. Frames typically contain five to ten findings, 
three or four exclusionary rules, ten to twenty scoring 
parameters and five to ten links to other frames in the 

NAME: NEPHROTIC SYNDROME 

IS-A-TYPE-OF: CLINICAL STATE 
LOW SERUM ALBUMIN CONCENTRATION FINDING: 
HEAVY PROTEINURIA FINDING: 

FINDING: >5GRAMS/24HRS PROTEINURIA 
FINDING: MASSIVE. SYMMETRICAL EDEMA 
FINDING: EITHER FACIAL OR PERI-ORBITAL. 

AND SYMMETRICAL EDEMA 
FINDING: HIGH SERUM CHOLESTEROL CONCENTRATION 

URINE LIPIDS PRESENT FINDING: 
MUST-NOT-HAVE: 

PROTEINURIA ABSENT 
IS-SUFFICIENT: 

BOTH MASSIVE EDEMA AND >5GRAMS124HRS PROTEINURIA 
MAIOR-SCORING: 

SERUM ALBUMIN CONCENTRATION 
LOW: 1.0 
HIGH: -1.0 

PROTEINURIA: 
>SCRAMS/24HRS: 1.0 
HEAVY: 0.5 
EITHER ABSENT OR LIGHT: -1.0 

EDEMA: 
MASSIVE AND SYMMETRICAL: LO 
NOT MASSIVE BUT SYMMETRICAL: 0.3 
ERYTHEMATOUS: -0.2 
ASYMMETRICAL: .0.5 
ABSENT: -1.0 

MINOR-SCORING: 
SERUM CHOLESTEROL CONCENTRATION: 

HIGH: 1.0 
NOT HIGH: -1.0 

URINE LIPIDS: 
PRESENT: 1.0 
ABSENT -0.5 

MAY-BE-CAUSED-BY: 
ACUTE GLOMERULONEPHRITIS. 
CHRONIC CLOMERULONEPHRIl’IS, 
NEPHROTOXIC DRUGS. 
INSECT BITE, 
IDIOPATHIC NEPHROTIC SYNDROME, 
SYSTEMIC LUPUS ERYTHEMATOSUS. OR 
DIABETES MELLITUS 

MAY-BE-COMPLICATEDBY: 
HYPOVOLEMIA 
CELLULITIS 

MAY-BE-CAUSE-OF: 
SODIUM RETENTION 

DIFFERENTIAL-DIAGNOSIS: 
IF NECK VEINS ELEVATED, 

CONSIDER: CONSTRICTIVE PERICARDITIS 
IF ASCITES PRESENT, 

CONSIDER: CIRRHOSIS 
IF PULMONARY EMBOLI PRESENT. 

CONSIDER: RENAL VEIN THROMBOSIS 

Figure 7. A typical “frame. ” Information about a disease, 
a physiologic state, etc., is stored in the form of a “frame” 
within the long-term memory. Included in the typical frame, 
as shown here for nephrotic syndrome, are descriptions of 

typical findings, numerical factors to be used in scoring, and 
links to other frames (e.g., “may-be-caused-by, ‘I “‘may- 
be-complicated-by”). There are also rules for excluding 
(“must-not-have’) and satisfying (“is-sufficient ‘I) the fit of 
the frame to the case at hand. For further details, see text. 

network. Because the frames are presented to the 
computer as separate descriptions, which the program 
links into the network, the addition of frames to the 
system is a relatively simple task. 
The Operation of the Program. In this section, we shall 
consider in detail the individual processes by which the 
program combines patient-specific data and knowledge 
from the associative memory to produce the behavior 
shown in the illustrative cases. Basically, the program 
alternates between asking questions to gain new in- 
formation and integrating this new information into a 
developing picture of the patient. A typical cycle con- 
sists of (1) characterizing findings, (2) seeking advice 
bn how to proceed, (3) generating hypotheses, (4) 
testing hypotheses and (5) selecting questions. 

Characterizing findings: After being presented with 
the chief complaint, the supervisor retrieves from the 
associative memory a procedure that characterizes that 
complaint in detail. This procedure is a flow chart that 
follows a “set” pattern in eliciting such features as the 
location, severity and duration of the complaint. The 
program later uses this detailed description of the 
complaint to limit the number of hypotheses that it will 
later have to consider. 

Seeking advice on how to proceed: One of the 
most important features of our program is its ability to 
assemble small history-taking strategies into an over-all 
approach which is tailored to the case at hand. This 
ability is critically dependent on the availability of ap- 
propriate advice about efficient methods for the ex- 
ploration and organization of the case. Here we shall 
present three examples of the program’s use of this 
facility. 

(1) Advice can be given which alerts the supervisor 
to ask one or more questions that will “zero in” on the 
presenting problem and thus, at the stage of hypothesis 
generation (vida infra), limit the number of diagnostic 
possibilities which must be evaluated. 

(2) Advice can be given which guides the-supervisor 
in its evaluation of the validity of information that is being 
presented. Such validity checks can be of several types. 
First, the program might point out that a finding itself is 
clearly in error, e.g., a weight gain of 50 pounds in 48 
hours. Second, it might note that new information is 
inconsistent with other facts known about the patient, 
e.g., the presence of red cell casts in the absence of 
hematuria. Finally, it might indicate that a new finding 
contradicts a conclusion already drawn about the case. l 

(3) Advice can be given which alerts the supervisor 
to errors that might stem from a patient’s misinterpre- 
tation of a particular sign or symptom. For example, if 

l The latter two kinds of advice would not be provided in the initial 
cycle which deals with the chief complaint because, at such an early 
stage, the short-term memory would not contain any detailed in- 
formation about the patient. 
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Rule-based expert systems 

STATUS RULE: STABLE HEMODYNAMICS

IF

HEART RATE is ACCEPTABLE

PULSE RATE does NOT CHANGE by 20 beats/min. in 15 min.

MEAN ART BL PRESS is ACCEPTABLE

MEAN ART BL PRESS does NOT CHANGE by 15 torr in 15 min.

SYST BL PRESS is ACCEPTABLE

THEN

the HEMODYNAMICS are STABLE
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A field of computer science that gives computers the ability to 
learn without being explicitly programmed 

It can be easier to train a system by showing it examples of desired  
input-output behaviour than to program it manually 

Recent progress in machine learning has been driven by 

• development of new learning theory and algorithms 

•  the ongoing explosion in availability of data  

•  low-cost computation 

Machine Learning 

Supervised learning Machine 
Learning Statistics 

network, graphs model 

focus on prediction focus on inference 

weights parameters 

learning fitting 

generalization test set performance 

supervised learning regression/classification 

unsupervised learning density estimation, clustering 

large grant = $1,000,000 large grant = $50,000 

nice place to have a meeting: 
Snowbird, Utah, French Alps 

nice place to have a meeting: 
Las Vegas in August 

http://statweb.stanford.edu/~tibs/stat315a/  
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T-Test 

Elastic Net 

Logistic Regression 

Gradient Boosting 

Deep Learning 

Statistics Machine Learning 

From a presentation by Tom Liptrot 

The artificial neuron 

McCulloch & Pitts, 1943 Valentin, 1836 

Deep neural networks Deep learning history Deep Learning History

https://beamandrew.github.io/deeplearning/2017/02/23/deep_learning_101_part1.html 
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Esteva et al. Nature 2016;542:115-8. 

Recurrent neural networks  

recognising patterns in sequence data 

Combining knowledge with data 
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Difrancesco et al. Out-of-home activity recognition from GPS data in schizophrenic patients.  
IEEE 29th International Symposium on Computer-Based Medical Systems (CBMS 2016). 
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Editorial

www.thelancet.com   Vol 390   December 23/30, 2017 2739

Artificial intelligence in health care: within touching distance 
Replacing the doctor with an intelligent medical robot 
is a recurring theme in science fiction, but the idea of 
individualised medical advice from digital assistants like 
Alexa or Siri, supported by self-surveillance smartphone 
data, no longer seems implausible. A scenario in which 
medical information, gathered at the point of care, 
is analysed using sophisticated machine algorithms 
to provide real-time actionable analytics seems to be 
within touching distance. The creation of data-driven 
predictions underpins personalised medicine and 
precision public health. Medical practice has so far been 
largely unchanged by the digital revolution that has 
disrupted so many other industries, but perhaps artificial 
intelligence (AI) will provide the improvements in 
medical care and research promised for so long.

At its inception in the 1950s, the central goal of 
AI research was to produce a system with general 
intelligence capable of passing the so-called Turing test, 
the display of intelligent behaviour indistinguishable 
from that of a human being. Through the past 60 years, 
the field has experienced several cycles of excitement and 
disillusionment with seemingly little progress, but since 
2010 substantial success has been made in deep learning, 
producing systems able to learn without having to be 
explicitly programmed, by building a model from sample 
inputs. The explosion of deep learning, a form of machine 
learning in which multiple layers of nodes exist between 
the input and output layers, simulating layers of neurons 
in a so-called artificial neural network, underpins many of 
the notable recent advances in speech recognition, image 
classification, text translation, and self-driving vehicles.

Deep learning has produced AI systems capable of 
outperforming human beings at specific tasks—eg, 
high-profile successes in the games Go and Jeopardy. 
The sudden success with this technique, which depends 
on the analysis of a very large amount of data, has been 
facilitated by advances in computing processing power, 
relatively cheap digital storage, and a flood of available 
digital data. Images are particularly amenable to deep 
learning techniques. In 2017, successful use of deep neural 
networks was reported for the analysis of skin cancer 
images with greater accuracy than a dermatologist and 
the diagnosis of diabetic retinopathy from retinal images. 
The inherent requirement for large-scale, high-quality, 
well structured data might ultimately limit the areas 

in which AI can bring benefits to health care. Although 
some providers have moved to electronic health records, 
information contained is often produced for purposes 
other than research, for example, reimbursement or audit, 
and therefore could be confounded, inaccurate, or lack 
the clinical resolution to yield meaningful insights. Large 
amounts of big health data are still recorded as text and 
extracting clinically significant information using natural 
language processing methods is a challenging task. 

Despite the excitement around these sophisticated 
AI technologies, very few are in clinical use. Translating 
technical success to meaningful clinical impact is the 
next great challenge. This step requires development of a 
framework for assessing and comparing the performance 
of AI technology, which is made particularly difficult by the 
layers of abstraction within the deep learning systems that 
can render them a black box. 2017 saw noticeable setbacks 
for two of the largest commercial companies operating in 
this space, as IBM Watson’s project with the MD Anderson 
Cancer Centre was halted after 4 years of development 
and Google DeepMind’s partnership with Royal Free 
London NHS Foundation trust came under fire for 
inappropriate sharing of confidential patient data. These 
events illustrate the very real challenges of the ethical 
and legal framework for data sharing, interoperability 
of systems, ownership of software produced from 
such partnerships, and the legal framework for clinical 
responsibility when errors occur using these systems.

2017 has marked a step change for AI in health care. 
Demonstrable successes with deep learning in other 
industries have awoken clinical interest. The resulting 
partnerships between clinicians and data scientists, 
supported by growing strength of clinical informatics, 
are beginning to yield positive results. With this change, 
the skills required to understand the informatics of 
large datasets, and the insights that can be drawn from 
them, have become an essential pillar of clinical practice, 
alongside evidence-based medicine. There is no doubt 
that AI in health care remains overhyped and at risk of 
commercial exploitation, but from the melee, quality 
collaborative research is emerging. AI requires thorough 
and systematic evaluation prior to integration in routine 
clinical care but, like other disruptive technologies 
in the past, the potential for impact should not be 
underestimated.  n The Lancet 

Ia
n 

Ho
ot

on
/S

cie
nc

e P
ho

to
 Li

br
ar

y

A scenario in which medical information, gathered 
at the point of care, is analyzed using sophisticated 
machine algorithms to provide real-time actionable 
analytics seems to be within touching distance 
 
Very few AI technologies are already in clinical use. 
Translating technical success to meaningful clinical 
impact is the next great challenge 

The Lancet, Vol. 390, Dec 2017 

The “first mile” problem 
Without data and expert humans to train Machine 
Learning models, we have a production bottleneck 
that limits the rate of expansion of AI systems.  

The “last mile” problem 
An algorithm doesn’t do anything on its own. 
Connecting it to the real world (e.g. delivering health 
care) is harder than building it in the first place. 

First and last mile problems 

Enrico 
Coiera 

✓? 

✓ 

✓ 

✓ 

✓? 

✓? 

✗ 

✓? 

? 

✗ 
•  There is a long history of AI in medicine 

•  Recurring question is relationship  
between human and machine 

•  Few AI systems are in clinical use 

•  Important breakthroughs in machine learning 
during the last decade 

•  Extreme reliance on data unlikely to work 

•  First and last mile problems often overlooked 

Summary
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